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Abstract— Digital fountains is the coding technique of data
packets before transmitting over network, we can encode packets
from the source data and transmit these instead of the source
data itself. These packets are then sent across the channel
continuously until the receiver has collected enough to decode the
file. At receiver end, we can construct all data packets through
receiving of only few data packets. The purpose of this paper is
to give the good overview about Digital Fountain and how they
are used and about their implementation techniques and various
algorithms.
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l. INTRODUCTION

Internet connection speeds are now fast enough that people
can feasibly download digital audio, stream high definition
video, and play real-time online games. Traditionally, large
files are transferred across the Internet using protocols such as
Hypertext Transfer Protocol (HTTP), and File Transfer
Protocol (FTP). These protocols work by splitting a file into
equal sized chunks called segments. These segments are then
wrapped in packets, which contain the source segments, as
well as header information, such as the source and destination
ports. Once the segments have been wrapped in packets, the
packets are sent across the network. However, on some
transmission channels, packets cannot be delivered correctly,
or at all. Such channels are known as noisy channels. HTTP
and FTP use another protocol called Transmission Control
Protocol (TCP), which guarantees delivery of packets. It does
this by employing a feedback channel. This works by the
receiver sending back acknowledgements of receiving each
packet, and unless these are received by the sender, the
packets are retransmitted on a noisy channel where the
probability of packet loss is high, the number of packets that
are sent will also be high, especially when a file is transferred
from one server to many clients [3].

This means that the server would have to send roughly twice
as many packets as they would if there were no loss, and most
clients would have to wait twice as long before they receive
the file. There exist, however, many encoding and decoding
algorithms which can be used to transmit information
correctly across a noisy channel. These work by adding
redundant bits to the information which is being transmitted.
These redundant bits can be used to detect or even correct
transmission errors [3].

1. DIGITAL FOUNTAIN

One of the technique is Digital Fountains, also called as
Erasure Codes, are ideal, unlimited data streams injected into
the network by one or more source nodes. Suppose that there
k numbers of data packets that needs to be transfer, then after
encoding of all k data packets, let say n number of encoded
symbols are produced and now ready for sending to the
receiver, then during transmission if suppose some data
packets is lost, then receiver will not get the whole data
packets and he will not be able to reconstruct whole file. But
using Digital Fountain coding, he can reconstruct the whole
file. No matters if some data packets have been lost. This
property of Digital Fountain is known as ideal Digital
Fountain code. This is usually explained with a water fountain
analogy, where the encoder is a ‘fountain’, the receiver is a
‘bucket’, and the encoded packets are ‘droplets’ [1] as shown
in Fig. 2 and Fig. 3. The way receivers catch data from the
unlimited stream resembles the way people quench their thirst
at a fountain. No matter which drops of water fall down on
earth and which are drunk, the only important thing is that
enough drops are caught. We need focus on more
generalization of Fountain codes. As it is clear that for any
transmission of data packets, first encoding of data packets
and then after decoding of data packets is done. In Fig.1 and
Fig.4, encoding of k data packet produces n packets. Suppose
k> number of packets, that is received for decoding and n-k’
packets have been lost. Then there must be a condition which
should be followed that is k> must be lies between k and n,
otherwise decoding cannot be possible.
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Fig. 1
Digital Fountain (k’ must be k’>=k)
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Fig. 2 It doesn’t matter, what is received or lost

Fig. 3 It only matters that enough is received
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Fig. 4 Generation of Data Packets encode with Fountain Codes

Digital Fountains are rateless because numbers of encoded
packets that can be generated from source message are
limitless. Fountain codes are universal because they are
simultaneously near-optimal for every erasure channel [2].
Regardless of the statistics of the erasure events on the
channel, we can send as many encoded packets as are needed
in order for the decoder to recover the source data. Encoding

and Decoding complexities of Fountain Code are described in
[2]. There are several types of Fountain code but in this paper
some major types have been focused which are as following:

e Random Linear Fountain

e LT Code

e Raptor Code

I1l. RANDOM LINEAR FOUNTAIN
In [2], it has been given that if a file size of K packets
(composed of whole number of bits) s;_s;.......... Sk, then at each
clock cycle labelled by n, then encoder generates K random
bits {Gy,}, and the transmitted packet is equal to the bitwise
sum, modulo 2, of the source packets for which Gy is equal to

1. That is:
K
t,=> 56, M
k=1
Table I
Demaonstration of Eauation (1)
Let k=3 and n=1
K Sk Gkn | SkGin
1 100111 | 1 100111
2 001101 | O 000000
3 110010 | 1 110010

K
Then, ty =.5G,, =100111@110010 =010101
k=1

In Table. I, Eq 1 has been demonstrated. In the [1], it has been
given that linear code can be represented by matrix vector
multiplication of G and x which is y = G. x, where G is
encoding matrix, y is the vector of code word corresponding
to the vector of word x(Fig. 5).

k columns
) oo Buy Sop
N S 8u ATER )
X
y = = G X= s rows
n
Y o & £r1p

Fig. 5 Encoding of RL Code, from

Where x= (Xo, X1, X2, X3.vervene Xk.1) 1 vector of k source, and y=
(Y15 Yaeeeeeeen Vn.1) 18 the vector of n code words and Gy is the
encoding matrix. Now suppose receiver receives at least k
code words out of n code, let y’ be the vector of k elements
which is received, then:
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Fig. 6 Decoding of RL Code, from [1]

The encoding matrix Gy can be obtained by extracting those
rows from Gy that corresponds to the element of vector y’.
For example if yj is the 2" element in y’, then we have to
pick j‘h row of G and inserted as a 2™ row in the matrix Gy
In simple we can say that for decoding we have to calculate
linear equation [1]:

Or, G.x=y
x=G"y’

Here receiver must be sure to identify the G, matrix
corresponding to the vector y. Now here a very frequent
question arises that what is the probability that G can be
reversible or not? The answer and performance of Random
Linear code has been shown in [2], by doing experimental
results and he calculated that probability comes 0.289 which is
not so good. So LT Code should be preferred as described in
section IV,

Iv. LT CODE
The first idea was invented by Luby in 1998. However in [5],
the first practical implementation of this idea was invented by
Luby in 2002. The codes he developed were called LT (Luby
Transform) Codes, and were practical because the number of
packets which we need to receive in order to decode has the
upper bound of K +O(VK(In(K/ f))?), where K is the number
of source segments in the file, and f is the probability of the
decoding algorithm failing to complete the decoding. Now
suppose we have K=50000 segments and we want to decode
with probability 0.9, then upper bound value must be 1700000
packets which good to be practical. . LT codes are rateless,
i.e., the number of encoding symbols that can be generated
from the data is potentially limitless. Since the decoder can
recover the data from nearly the minimal number of encoding
symbols possible, this implies that LT codes are near optimal
with respect to any erasure channel. Furthermore, the
encoding and decoding times are asymptotically very efficient
as a function of the data length. Thus, LT codes are universal
in the sense that they are simultaneously near optimal for
every erasure channel and they are very efficient as the data
length grows. For encoding and decoding process of LT Code,
first of all there is a need to understand about the bipartite
graph and Degree of Distribution. In bipartite graph, degree is
the number of edge connected to the node as shown in Fig. 6

and Degree of Distribution has been given in detail in [4] [2]
in which Ideal Soliton Distribution should be used. Encoding
and decoding of LT Code has been given in following section
as such given in [2], however Fig. 7, 8 shows the complete
demonstration of Encoding and Decoding algorithm as given
in [2].
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1 4 1XOR0=1
1 Step 1
1 e degree dv=2
0
codeword(tn)

1
1 D
1 1 Step 2
i 1
0 1
i 1

1

Fig.7 Encoding of LT Code

A. Encoding of LT Code
Each encoded packet t, is produced from the source file
S1, 82, S3evereennnn. sk as follows:

1) Randomly choose the degree d, of the packet
from a degree distribution.

2) Choose, uniformly at random, d, distinct input
packets, and set t, equal to the bitwise sum
modulo 2, of those d, packets.

3)

B. Decoding of LT Code

1) Find a check node t, that is connected to only
one source packet s, (Fig. 7). (If there is no such
check node, this decoding algorithm halts at this
point, and fails to recover all the source
packets.)

i Set sk = tn.
ii. Add sy to all checks tn, that are
connected to s
t, =ty T s for all ny such that G, =
1.
ili.  Remove all the edges connected to the
source packet Sk.
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2) Repeat (1) until all {s,} are determined.
=1

Fig. 7 Decoding of LT Code [3]

V. RAPTOR CODE
Raptor Codes are extension of LT Codes. There are certain
limitations of LT Codes [7]. To overcome this problem,
Raptor codes had been introduced. The key idea of Raptor
Coding is to relax the condition that all input symbols need to
be recovered. If an LT code needs to recover only a constant
fraction of its input symbols, then its decoding graph need
only have O(k) edges, allowing for linear time encoding. We
can still recover all input symbols by concatenating a
traditional erasure correcting code with an LT code, n

intermediate symbols are obtained by encoding k input
symbols with an (n, k) erasure correcting block code capable
of recovering all input symbols from a fixed fraction of
intermediate symbols. The n intermediate symbols are then
encoded with an LT code that can recover from its output
symbols the required fraction of intermediate A Raptor Code
is specified by parameters (k, C, Q(x)), where C is the (n, k)
erasure correcting block code, called the pre-code, and Q(x))
is the generator polynomial of the degree distribution of the
LT code, i.e:

K -
Q(x) = Qix' ©)
i=l1

where Q; is the probability that the degree of an output node is
i. The definition of the encoding cost of a Raptor Code differs
slightly - it is the sum of the en- coding cost of the pre-code
divided by k, and the encoding cost of the LT code. Raptor
Codes also require storage for intermediate symbols, so space
consumption is another important performance parameter [7].
In this paper, only introduction part of Raptor code has been
discussed. Further summary and probability are given in

[HE21[7]-

VI. RELATED WORK

In this paper, we are giving in very short about major works
that have been done. Luby in 1998 introduced first idea about
Fountain code and implemented in 2002. Luby[4] gave the
brief introduction and various calculation for LT Code and its
Degree of Distribution. However in [2], some modified
approach about Degree of distribution has been introduced.
Mi-Young Nam [9] gave the generation of encoding matrix of
LT Code in contrast. Jonathan Stoten[10] explained various
history and explained Shannon theory and hamming codes.
Further, now in present scenario, lots of works have been done
for optimization of degree of distribution for LT Code and
other digital fountains.

VII. CoNCLUSION AND FUTURE WORK

In this paper, study of Digital Fountain has been done and
overview of Digital Fountain and its major types has been
presented. Survey of papers conclude that Luciana Pelusi,
Andrea Passarella, and Marco Conti [1] gives the brief
description about different types of Fountain Codes, also
explained about network coding and introduced about Reed
Solomon Codes. Digital Fountain can be used for One-to-
Many TCP and point to point Data Transmission. There can
be various ways of coding of data packets, but fountain codes
are most efficient and it also minimise the network traffic and
helps to improve the congestion control by recovering the
whole file, through receiving of only few data packets. One of
the best scope of Digital Fountain can be that it should be used
for Wireless medium communication where no
acknowledgement is sent and Satellite Communication where
One-to-Many Data transmission is needed with reliability and
faster communication.
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